
Algorithms& Complexity , Spring 2016

Recursion

Backtracking



Reap
· HWO due tonight
↳ office hours after class

· Next readings
: posted, a a bit shorter

↳ Dynamic programming
· Week after-will switch

to new book

↳ Greedy approximations
·AW1 : Recursion
↳ Posted tomorrow



LastTime : Runtimes
for recessive algorithms
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Then
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turn into summation
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Take away :
· Many ways

to tackle recurrences

· In this class
,
divide a conquer

( willCa perhaps linea inhomogeneous
be most common

· Many other techniques exist

↳ see supplementa reading
If curious , but

most will

fl into categories like you
read



A note on MoM -
Median of median find kr element

Goal is to eliminate a constant fraction

of the options.
I

How? (Can't sort! )

Idea : Split into tiny pieces Thopemedian is good enough.

&Hermeds spita pieces
-

small :
And sud
ofS



Turning into code sort X allless bleat
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First example of - - Master theorem !
↓

non

Can alway g varantee
at leastare ,
-

eliminated. ↳10 ↳-
↳ mom MT
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Then solving : logion⑪
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-If did 3 : II-
T(n)



Why 5 blocks ?

Try " blocks :-As--- human
DF

Result : M(n) = M() + M(z)+O()
= n = nlogn
⑮ + = n

do don #O-



Backtracking : N Queens ↓
Q =S

Issue :

representation ! -
His choice : for ech

rows

remember column
Q[i]

Q [1 .. n]
, each[1 . n]
-



How to solve?

Structured brute

force ,
set up

recursively

Main tricky bit :
math to check

yinsamerbiegandin
-



Runtime

Q(n) =nQ(n-) + n3

BAD
to

No wayprove



CameTrees :
a way to model moves in 2-player games

Assume :

- No randomness
so thegame is just

2 people taking turns

Chess, Checkers , Nim ,
Go

(not Settler's)
- "Perfect" players :

Makes rational decisions,
5 If there I

at them to a win state,
a move to g

they do it !



Idea : Track current state of
the game ,

as

play occurs

Tic-the-toe- 1stplaye
play 9 spots
XIIIIN

and playe-#puts O

1st player IIIIIII ⑧
again- ())22---

:
leaves:or bothoffor

97 bad



A state is good for player1 if they
either have won, or

could more to a

badstate for player I.
-

and bad if they
have lost

,
or if all

possible moves lead to a state

that is good for player 2.
&

Think from the bottom up for1⑨
-1)

leafig if you O·
00 badfor 2

& not
bat



Downsides : Game trees are HUGE !
- -

Tic-tac-to : over 200, 000 leaves ,

People can still "predict"
:

we're good at inferring state/strategy&

Intuitiely

Computers have to search.

Hence-took 60 years
to get a decent

outer Need
comp chess player

[

"heuristics"Caka guesses) to make It
work. -



Game theory- a bit more complicated.

Here
,
we assume

clear win vs . lose
other course
&

Isuggests more subtle
hory

possibilites, as well as simultaneous

movesa"randomness" .

Even if we know all

O results
,
outcome is unclear!



Text Segmentation
↳ Leads well into next reading

Il

Fix a "language , so can recognize
"Words"

.

E: -English text
- Genehe date

i

So : Isword(s) is given,
rO(l) hime

Aside : reasonable ?[



Backtracking :
Ex sufix
to deade on.

To solve Splittable [i . n] :



Code :

-
8

-

⑰
-

Bunkme

Issue w/ passing arrays :



Passingby index/ptr/globallet

Formalize an (ugly ?) recursor :

And then translate
to code :



Why 3
already exponental anyway , right

?
F-t

Observation :

Consider stackpoint of view,I
all of

I
These function calls :



So : For any ke[l .. n], might
be

calling Splittable(1) many
times !

Questin : Can its value change?
-

Cie is it a pare function?



Potential Improvement
Once you

calculate Splittable (k)
once

,
store it.

Then
,

can just look it up in a
data structure ? S[1.. n]

Here :

Change :

Then : ↑
6



Better yet :
- Splittable (n) is

trival

- Splittable (n-1) only
needs Splittible (n)

- Splittable (n-2) only
needs n -1 an-2

So: memorize
:
- fill in backwards !

At end : return Splittable [1]


