
Algorithms- SpringIs

LP : Simplex



Escap
· Ora grading

this week

(No office hours for metodoy)
· HW6 graded, HW] coming

soon

·Practice fund
:

any questions on

general topics/format
?

· Wed : produce problems during
class
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Algorithm (Simplex)--
Take any

verter Vi feasible region

while some neighbor v" 1S
better

V- VI

Details locking ! T

Tnplaces-

Stept:amtake d

horplanes
- O



Any & hyperplanes give
averter:

Loop through m-d
others :

T -

Eitherble for each

Or Not
↳Tuse this new hyperplane

·
No Q
-



Let's go
over that more carefully :

Each LP equality or inequality
in Id.describesait
3d : axtby +czed #f-

dverables/
Ro : a

. X ,
+aexet-tada

-



Vertices :

These happen when id hyperplanes
meet in Id.

In R

legu 1

Seque for -solve
point

O O

Note:
Not every pair

will meet !

In 13-



ManAny 3
In a vertex

Cassuming
parallel)

In IRA : dequations) one panis



Ifr : Pick a subset of inequalities
If there is a unique pont that satisfies
all with equality, ↓ It is feasible-↳ this is a vertex ofthe solution
-

- -

Since each vertex is specified by
d equations, we call any

two
- bors :

that share (d-1) of themn

see us



Simplexalgorithm :

In each stage, I tasks :

① Check If current vetex IS optimal
② If not choose A verg

hbor that
-

gives a better score under
the

objective function
If v= the origin)

Both are easy Isnext slide)

If not at 8 :
· v = (a,b)stateteas

-a
-b



- ⑳LP max

sit Ax = 5 -
-

#o fi

IVote: Yeth , so XisXd)
& is always avertex-why?Now,
- intersecttoC.

these d egus

Optimal only if allis
are

regchue



fen is
Conversely : -ob

not↓

>O ,
we can increaseIf any O-

theobj . function CTX

How?

So : pick one a increasedon somequel
How much until

either ↳ or

I
1- C2 is positive

/ get stude?insey
,

↳ when do we/&



Runtime :

Consider a vertex WE with m
-

in equalities - Ad variables

How many possible neighbors ?

each removes 1 equ
+ replaces

with another

d
I ->mud > L↳m-dregus
-

Checking If it is
a neighbor T is

product &feasible : basically dot-
Guassian elimination .

-



So : each iteration IS

Edo(m-d) · [time for 6 .E]
-~

- 0(nz)
Can improve slightly : (2)=O

just need one C: To + rescaling-

toG is easy
.

So can get to O(min)
u

Y
nbr we

per
find.

tres do we needHow manyfind ato nor ?



How many
iterations

m + d inequalitiesE 3=> (mid
colminst

any d give
a vertex

So exponential In worst case.

(Remember, for a
while people

thought this might
be NP-Hrd)
-

70's

Klee & Minty gave examples in theEs-

that actually take exponential time.



Can we avoid this by choosing the
"best" neighbor in our update?

No Ideal way ! B
Many proposed, but for almost

every
one,

there is some input-

polyhedron
that needs an

avots.
covertal number

of
I

ex-



Ellipsoid algorithm , Khachiyan is· (weakly) polynomal
time

-

Es dependent of precision -
· high level idea: compute smaller

o

smaller ellipses which contain
solution

Interior point Methods , Karmakar 1984

· More through polytope's infenor :

· Still weekly polynomial
-

·

but-practicall t
-

&



Morecent: ↓
- Matrix Multiply time (in 2009 !)

-

*
#

--

This is a large a active
are of study :->
-



Now :

5 minutes to do CIFS,

If not already done !

thanks


