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Stable Matching

Graphs intro



Reap
· Ona grading HW4)
Jan a canvas group
-

Signup
for calenda

-

Whatexpecta
· Midterm exam

↳ Sample posted Jaffers !)

-·Has t
-



Example: Huffman trees

Many of you saw this
in data structures.

Why ?
-cool use of trees
- non-trival use of other data(
structure

Really - it's greedy !

Idea : Want to compress
data

,

to use fewest possible
bits

.



Goal: Minimize cost

↳ here
, minimize total

length of encoded
message :

Input : frequency counts)rf[1 .on]

Compute : b

mary tree
Leaves : are letters

of seletters

~
⑪ B

cost(t)



Hoffman'salg :

Take the two least frequentcharacters.-

Merge them in to one letter,
which becomes a new

"leaf" :

->

O -
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Futheend,geteleeves
:

#

-3!

Another :
01001111000010100001010001

-



How many
bits ?

- I

Total IS [f[i] · depth (i)
I 646 bite here

=
[tree)

How would AS do theseCI on

170 letters

8 bits ber letter&
u

4 170x8 = 1350



Implementation : use prior tyqueue-
herp
- Ollogn)-

- Pered/
[ delete

O

A X
-

good C--
-

(3 arrays
: L , R , P

to encode the tree
-

P[i] jnode i:
siz

↓

[i] p
A-R
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↓
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Correctness :
-

1st Lemma There is an optimal-
prefix tree where the two
lleast common letters are

siblings at the largest depth.

#Snothas
some depth d , but 2

X areleast common letters[not at that depth.

Xay
⑦ ↓ somewhere

"up" ,nT↳
are

-

free

· IW depth(a)
-

deptx
Note some other letters a

bo

are deepest



least frequenIfcont: O f[x]-fknowf[a],
~

butde
cost(i)= det(i)
-

Build T" :

Swap a and X in tree

(All other modes stay
same.

Cost(t')=[i] depth (t)
=Cost(t) + 0 · f[x]

- . f[a]

= cost (t)+[x]- f(a)
and fla]= f[x]

,
so -0 m



Mm : Huffman trees are optimal.

If :
Use induction (t Swap) .

&

IB : For n = 1, 2,
or 3
,
Huffman

works
- 1

? O 9 09
Why 00

(bruteforce)

#H: Assume Huffman
works on

-n-1 characters
--

I: Input FCl .. 2) ,
+ sppsysize

n

F(1] <F[2] are
min freg .

-

↳ create a smaller away
Size n-1 FLIJFE]-

·



IS : amel tree T of

F(3 .. :
-
size

n -1 T

is in te diaray↳Note : n+ 1

↳ leaf somewheret
Build a tree T for FLI .. n] :

↳take let nit , convert
to internal mode ,a add

la 2 as
Claim : Tis optimal. children
-

Why ?



WhyisTopmT IH !)
cost(t) =
-

not mel&]depuli)
Fladd(2)

= cost(T') + changes
we made
-u

Subtractuit's cost

-[ we
know it



Stablematching
Really

usefuld Many variants·

- ties
- incomplete preference lists
-

one side picks Cfrom the other
many

- "egalitarian" matchings
- minimizing "regret"

Really a lot of choices to be

made.

First :
"instable" :

· (A , a) is unstable

⑬
· IfApreferah

prefers A② and
a
currentmatch

①



In a sense
:If put

together a realizing they
both prefer each other,
would (A , c) leave current
matches ?

↳ unstable !

#Istory : used to be
"stable

marriage"
-

Clong history of strange
papers a

variants)



Algorithm : (wikipedia

(

In book
, destructures matter

for runtime :
Hospital

Doctor
-

-I
2

· I
-



Not obvious why it works.
for even how to begreedy! )
Good example of why the
proof matters .

Nice example of fairness :
This algorith sucks of
one side.

Not all solutions are equal !)

How to evendelne "fair"?

Minimizing
"regret"



Graphdirected -tuple VIE
AgraphGets :

V = vertices = Evis ...>n3
E = edges = [EviUjh, Sun

: 3
set oairs

We often draw them
,
but they

do not come with coordinates.
-

k

↳00
= T -EM

Peterson
graph



"Edges" -> not straight !
An edge is a pair EUV]

:

add thisset
-

↑
↓ to edges Set-

11

Surel3
Directed edges e=Lus]

-

↑
order

aa mattersV
u

(u ,
v)+ (v, w)



Why study them ?
DFA :

⑰

concept map
:

lineages :

road
network

:

Why so much history??
-> context
-> problem modeling



Dednitions : See book !

- Vertices (nodes) , v W = n

- Edges, E Em r
- endpants of an edge etE
- head a tall noev

&

↳
u-> v or (u, v))

- simple : no parallel edges--
↓
or 1-edge loops

erfurtsG
two verticessharya

- adjacented
- degree(v). edges so
-

&
- predecessor a successor

S

i

indegree+
outdegree
T
A



More ! vi
-

graph :
subsetof vortices

· Sub
↓ subset of E where

· Walk-wevz, eWeonly
usee
a

· Path-E walk w/no repects

Note: Fyouhaveeset
make a path.
How? inde
-

a connected

· closed

· cycle
· free



First : some "easy" bounds .

-

Lemma EL V-

If :

Lemma . [d(v) = 2E
-

V

If :



Firstquestion
Computers don't do

well
-

with images ! So pictures
won't help them.

We need to store this
-

info (some how):

Ideas from data structures :



Adeacency (or vertex) lists :

V :

Vz :

Vz :

Vy :

Vs : D
Size :

lookup : time to check
if

har are neighbors :

I



Implementations :

More buried date structures !

Could use:



VaVa Vy UsEanmatix-!s
space, :

check ubr :

&



Implementation :
Moredata structures !

-

-



Wich
s beta



Really- might depend or
Input ! ↑

-size of graph
- freg of changes
- representation : usually

,

some "word problem" is
handed to you ! You'll
have to build thegraph

.

Ex : Given a set of overlapping
circles

,
find the largest

set where no
2 intersect :

08 800



Even more :
-

-Space available
- language used
- previous "legacy" code
- other developers.

%
&

To repect - too keep it
simple here :


