
Algorithms - Spring 'IS

Dynamic Pro :
Edit dist
SubsetSum
Trees



Rep
· Back tracking HW-due today
· Next HW-up later

today,
due Wed , Feb .

19

Cover DP)

· Readings
set for Friday

and next
week (

(through Ch5)

Note: a couple of gaps
· HW #1a

: subset of1
1b : can just return

weight



#distence e

bioinformatics !
-

One of the basic tools in

sequence alignment.

II have a book with an

entire chapter on how to
optimize. )

Also : spell checkers,word predictin
,on

How to begin? (Recursively !)

↓
ALGOR IT'M

↓
ALTRUISTIC

Start at end
,a ask

"obvious"

question :
insert , delete,

edit

try them all !



insert
↳ instead ;

Insert (0)

S



sty:Ar
Start at end :

High : edit A[m]
Tdown
a
letters tofi(bothAter

FisheCA isnot)

Delete-
&

A shorter

(Bis not)
-

& -



Example: TGCAFATCGAT
-

-

#
H -S
!toH +0 + 1 +o +0 + +

Elli
+ 1 +0 +0

4) + 0 + ) +0 + )

↳ cost 4



Input : A[l . om]
B[loon]

bestedit
Il 14)

Edit(i ,j)
edit/motely:B(j) : Edit(ul,j)

= min
If A[i] +B[jj= 1 +Edit(it,j)

Insert :& 1+ Edit(i, j-1)
detete:
1 Edit(i-1 , j)

& Base cases :
If

i

= 0 :
Insert BC ..j]

return j
If j =0

: Bisenpt:delta
Cor both : return 0



His way
:

Bisempty
&
-
A is easy

-m Inserte

T edit/match

So : what's our "memory"
data structure ?

For each i , j pair,
store a

=>> mxn away



Then, our algorithm :

- start or base case
crow & column)

- Fill in :

↓ 2

--

&

I
O

i·B



Result :
-base case

-

s

-

-

-

⑳02---n
+

Picture :

-



Result :

Picture : ⑳

space
: hym

= O(nm)

time: O(mn)



Back to an example :

(
If non-uniform costs :

IfO
-

&
vary by

letter



Another (from Bioinformatics book) :



Question :

Can we do better?

A really good question !

Lots of
attention in

bioinformatics.

Clear divide an conquer
can reduce space.

↳ but will give
not

wout some
sequence ,
nice tricks

#



Subsetsum (revisited

Key takeaway (Ithink)
:

Sometimes our backtracking(

recurrences can be memorized

(Note : sometimes, they can't !
Think n queens .

Recall :
Given a set X[I .. n] of
numbers + a target

T

,
find a subset of X whose

Sum is =
T

.



Ch2 solution XP
.T book

↑

Therecursion
:

(Note: something
as code!!)

# --

- F +
or Frithwithout



SifTror
False

0 in T
-

So : another 2-d table !

To decide :

I

-↑
look at these 2

cells.

one
note: If -X[i] 10, wasting
time! Equivalent to :

-



Now-need to code this :
2

W
-

·
I:

topto bottoa



#code :

Correctnessi
induction/brute

force

Isame as
backtracking)

Time/Space Analysis :

space :
OCnT)

& time OCuT]



Notes
-

How big is
this
,
I is it

even good deoa
array X[I .. n]

a column
for

table has
1

every
numberw

of in put- Texp
14

How bad
? terms

Well , X could be a
list

of 500#s ,
butT

could be in the
Millions !

Clots of empty
columns,

what



Balancedsearch frees (again)

Recall :
What is the "best" one?

Recop ; ④
-

⑮
Time to search for K inT

= Oldepth in tree of
k)

↓
Goal : Given frequencies , built
best BST for those frequencies.



Example :

f:0
,
1

,

1
, 2, 8

assume

I sorted
A : 1 , 2 , 3, 4 , 5

Many BSTs :
which is best ?

①

highanced
K

⑪
Constructionmethods we've studied
in data structures :

↳ balanced
&



Here : given XI .. n]

F[I . n]

element X[i] will have

Fli] searches .

Intuitively - want higher F[i]
to be closer to the

root !

Last Chapter :

=>



Why ?? ⑮-
LAErYYAGr]

↳ ↳
I
-

Every
mode pays

+1 for

the root , because
search

path must
compare

to it.

So: we're regrouping
!

-

Fis : (depth inte

= Edi
(sum o frege to
of nodes
level i

In

or daper)



Use this to build the

"best" tree :

Choose root.

Recursively find best left
subtree

,
a best right

subtree.

(Note : try all roots in
back tracking

!)



How to memoize?

I
Remember input :

In
↑

build best free here
K

Everyone here paysEfsi) ,

so
first precomputed

stove these sums
.

Time/space :



Let F(i][]=fj]
Now :

H

Optlost(5 ,1 =En
memoze : Oi = ken

So : 21 table !

Each OC3[K] needs.
- FliJ[k]
- and



His picture (prettier) :

So :

Time:
-

Space:


