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Motivation i

-

fo far, we've mostly worriedabout running time .

With good reason ! But not
the only thing .

Random Access Machine (RAM)
model of computation :

Clearly, not real .she!



External -Memory Model of
computation :[ Agg.IE's's]

• Single processor t memory,
holding M objects

• IAB operators that
more

objects at a time

Note: IE BE M

typical values :

4-byte objects
B = 211

27

A- 2



Then :
- Cost of an algorithm is

measured in #I/o s
.

(computation is free)
- Size of a data structure

is # of ITH it
uses, N objects

Memory holds :
m = MLB blocks

DS needs :

n = NIB blocks

we'll assume N#
Why? If all fits in
memory

,
then easy .



Before we get to complex
data structures :

searching: an array
Given a #of N objects,
is X in the list?

Algorithm:
Linear search :

0(NIB ) = Ocn)



Can we binary search , if
array is sorted ?

Load middle block :

III

Nz#

Clog n)
Goal : get Of - n - t

not of N . .)



Btrees: [Bayer - McCreight 170]
Generale Eaton of B.fr?ftanIndeEEFz
- Up to B values per node-
- Up to BH . children per node :

rootZ2,mtvndZB#
Ex :O A 3-tree :

(Sometimes, date is only in leaves,
a rest are artificial "pivot " values)



Goal : balance , so B values
split the array

into roughly
equal pieces %

I
H←sizeB4*1 ! !¥

Search time : n -- NIB blocks
- in tree
so each level has EYE,
⇒ NzTdeplh = I µ zpgdepth
⇒Oflog.sn#sN--

depth



Obvious advantage in
external memory

!
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so fond !



InsertingToute leaf it should 1312

go in ( using
search ) I

- if leaf has space,
done

¥ ,
⇒

¥97
- if not
-

parent

meat

①
←pnhoaws.ae?BdeTYE0qtfQPaproPjBbDJ#BFez,*yBket t e-

B12



These splits can propagate
up to root

⇒ we create a new

root , of size
-

13

-

← a.die
a - -L
D- -D -

-

-D

H ya:*new
root

✓ \
DEE TEJ DART



Insert runtime :

° OClogin) to find
• Then split 0dg .sn)
blocks
-

"

Time
"

to split :

I# block aaetssoes
,

± 410GB 'sidentity

log¥ ⇒dog , n)
= login

10GB



Delete : Opposite of insert :

h-ndxedeleteit.itsize is
a B12 :

there is either an immediate°

sibling of size
= BE

iex x-
FEEBLE Tailed

• or an immediate sibling
of size - %

YTi¥+1
-t
,EH
,

Esme"



Again , delete can propagate
up, since we may need
to remove a key from
the internal node
Gf 2 merged )

Path to root has size:

⇒ OClog.sn )



One more note-
Suppose we're back in RAM -model,
& have to pay for searchesinside a block .

Indi
-

know : OC logo n) blocksto load

Inside each block :
size B array .

We need to find here !



Insert: A bit more complex :

040GB n) loads
Then traveling back up

:

If leaf is full :

⇒±⇒Ei
How long?

Runtime



Delete :

OClog B
n) loads

Inside each :

is
to remove



SOBadnewsi.ci#AM-modeD
Fred : O dog n )

Insert : OCB log n)
Delete : OCB log n)

well
, really ?

Think of insert :

after we split

r¥⇒
things are empty !

(Remember that push -back
in a vector is worst case

OG) ,
but amortized OCD

time ? )



Thin : Any sequence of mInsertRemove operations
results in 0cm) splits,
merges, or borrows .

Result : Oclogn) amortized
time per operation

Proof : Accounting version

again .

Each insert
"

pays $3
(instead on $1)

By the time a node buffer

is full , has built up
-1) x (BG) = $13 to

pay for its sphtfnnerge .



Practicality
These are (arguably)the most
aged BST!
File systems :
Apple's HFst, MS's NTFS,
t Linux Ext 4

• Every major database
system

• Cloud computing
see linked reference ( in "Open DS)
for code : Java

, Python , orCtt



One reason : these wolf better
than expected .

- B is usually big : 100's on
1000's ,

at least

- So 99% of data is in

the leaves

Result :
• Load entire tree in
RAM / local memory

• Then a single leaf
access to get data


