
CS173 Cheat Sheet (Spring 2008)

Set Theory Notation

empty set ∅ { }
subset A ⊆ B ∀x : x ∈ A → x ∈ B

proper subset A ⊂ B A ⊆ B ∧ ∃y ∈ B : y 6∈ A

superset A ⊇ B B ⊆ A

proper superset A ⊃ B B ⊂ A

set equality A = B A ⊆ B ∧B ⊆ A

union A ∪B {x | x ∈ A ∨ x ∈ B}
intersection A ∩B {x | x ∈ A ∧ x ∈ B}

difference A \B {x | x ∈ A ∧ x 6∈ B} = A ∩B

symmetric difference A∆B {x | x ∈ A ↔ x 6∈ B}
complement A {x | x 6∈ A} = U \A

Cartesian product A×B {(a, b) | a ∈ A ∧ b ∈ B}
power set P(A) {B | B ⊆ A}

cardinality |A| # of elements (if finite)

Logic

proposition statement which is unambiguously true or false
predicate proposition which incorporates a variable

logical operations and ∧, or ∨, not ¬
universal quantifier for all, written ∀

existential quantifier there exists, written ∃
implication if p then q, written p → q

inverse of p → q ¬p → ¬q

converse of p → q q → p

contrapositive of p → q ¬q → ¬p

Binary relation R ⊆ A × A

relation notation a and b are related ⇐⇒ (a, b) ∈ R

inverse R−1 {(b, a) ∈ A×A | (a, b) ∈ R}
reflexive ∀a ∈ A, (a, a) ∈ R

symmetric ∀a, b ∈ A, if (a, b) ∈ R then (b, a) ∈ R

antisymmetric ∀a, b ∈ A, if (a, b) ∈ R and (b, a) ∈ R, then a = b

transitive ∀a, b, c ∈ A, if (a, b) ∈ R and (b, c) ∈ R, then (a, c) ∈ R

Equivalence relation ∼
An equivalence relation is a binary relation which is reflexive, symmetric, and transitive
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Partial order ¹
A partial order, or poset, is a binary relation which is reflexive, antisymmetric, and transitive.

Function f : A → B

A function f from A to B associates each element a ∈ A to exactly one element b ∈ B.
Notation b = f(a) if b is associated to a

one-to-one (or injective) ∀a1, a2 ∈ A, if a1 6= a2 then f(a1) 6= f(a2)
onto (or surjective) ∀b ∈ B, ∃a ∈ A such that f(a) = b

bijection one-to-one and onto
inverse f−1 : B → A {(b, a) | b = f(a)} (if f is a bijection)

Recursion tree for T (n) = aT (n/b) + f(n)
f(n)

f(n/b)

f(n/b2)
...

. . . f(n/b2)
...

. . . f(n/b)

f(n/b2)
...

. . . f(n/b2)
...

−→ f(n)

−→ a · f(n/b)

−→ a2 · f(n/b2)

(logb n levels)

∃c < 1: a · f(n/b) = c · f(n) =⇒ T (n) = Θ(f(n))
a · f(n/b) = f(n) =⇒ T (n) = Θ(f(n) log n)

∃c > 1: a · f(n/b) = c · f(n) =⇒ T (n) = Θ(nlogb a)

Asymptotic notation

f(n) = o(g(n)) ∀c > 0: ∃N > 0: ∀n ≥ N : f(n) <<< c · g(n)

f(n) = O(g(n)) ∃c > 0: ∃N > 0: ∀n ≥ N : f(n)≤≤≤ c · g(n)

f(n) = Θ(g(n)) f(n) = O(g(n)) and f(n) = Ω(g(n))

f(n) = Ω(g(n)) ∃c > 0: ∃N > 0: ∀n ≥ N : f(n)≥≥≥ c · g(n)

f(n) = ω(g(n)) ∀c > 0: ∃N > 0: ∀n ≥ N : f(n) >>> c · g(n)

lim
n→∞

f(n)
g(n)





= 0 =⇒ f(n) = o(g(n))
< ∞ =⇒ f(n) = O(g(n))
> 0 =⇒ f(n) = Ω(g(n))
= ∞ =⇒ f(n) = ω(g(n))

f(n) = o(g(n)) ⇐⇒ g(n) = ω(f(n))
f(n) = O(g(n)) ⇐⇒ g(n) = Ω(f(n))
f(n) = Θ(g(n)) ⇐⇒ g(n) = Θ(f(n))



f(n) = O(g(n)) =⇒ f(n) + h(n) = O(g(n) + h(n))

f(n) = O(g(n)) =⇒ f(n) · h(n) = O(g(n) · h(n))

f(n) + g(n) = O(max{f(n), g(n)})
f(n) = O(g(n)) and g(n) = O(h(n)) =⇒ f(n) = O(h(n))

∞∑
i=0

α = 1
1−α (if α < 1)

d∑
i=0

ic = Θ(nc+1) (if c 6= −1)
n∑

i=0
ci = Θ(cn) (if c > 1)
n∑

i=1
log i = Θ(n log n)

Logarithm identities

logb(bx) =x

blogb x =x

logb x=
logc x

logc b
logb(xy) = logb x + logb y

logb(1/x) =− logb x

xlogb y = ylogb x

logb(xy) = y logb x

Counting

permutation P (n, r) number of ways to list r distinct elements from a set of size n

combination
(
n
r

)
number of ways to choose r elements from a set of size n

Binomial theorem (x + y)n =
n∑

r=0

(
n
r

)
xryn−r

coins and pirates number of ways to distribute r identical coins to n pirates:
(
r+n−1

r

)

Undirected graph G = (V, E)
E ⊆ {{u, v} | u ∈ V ∧ v ∈ V ∧ u 6= v}

subgraph G′ = (V ′, E′) where V ′ ⊆ V and E′ ⊆ E

walk v0, v1, v2, . . . , vn where {vi−1, vi} ∈ E for all i

trail walk with no repeated edges
path walk with no repeated vertices
cycle walk with no repeated vertices except v0 = vn

connected contains a walk from any vertex to any other
acyclic no subgraph is a cycle

tree connected and acyclic =⇒ |E| = |V | − 1
degree sum

∑
v∈V deg(v) = 2|E|

Eulerian contains a closed trail which visits every vertex
clique set of vertices which are pairwise adjacent

independent set set of vertices which are pairwise non-adjacent
bipartite vertices of the graph can be partitioned into 2 independent sets

Euler’s formula in a planar graph, |V | − |E|+ |F | = 2
number of edges in a planar graph at most 3|V | − 6 (by Euler’s formula)


