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Clustering
learning/clustering is essentialUnsupervised y

Odimensional topological inference :

understanding connectivity or
closeness of points

High level :

Input: Points PGR
(possibly also

KEIN)

Output : A set of K
clusters

which best reflect connectivity
Cor "nearness")



Hararchical Clustering
Goal is to build this in layered

outshon
fashion-common in comp

biology in particular
:



Approach : Begreedy
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Some imprecision
here...



Connection to persistence :I
via Rips complex Barcodes/

Merge
trees
-

wa
n points,

with r-balls

around them e



grow :

->

↳



Observation :

Clustering IS unstable
not!

↳ but times
are

Why?



· Assignment-based clustering: Komeans

P-uput : XERd X = Ex, ...,Xn3 , plus aS

distance d : RxR
*
-> R

Output : A set of clusters X+, ,Xi , each

associated with a point S : ERdun
plus G : Rd + C ,

C= Es, ..,Si

& (x) =

[Cost (17means) : min XoX



Lloyd's algorithm
Find set of K clusters

to minimize :

cost(X ,
S) = [11(x)

-x/1
X-X

A simple idea :
Choose K points SCX
Repeat :
for all xeS , assign

to closest

center Si

Then
, update to new Si

:! "averge" Si
until S does not change



In action"

Taken from Mathematical

Foundations for Date Analysis"

by Jeff Phillips



Note :Can actually do this for all of Ad
!

3

"Centroidal Voronoi tesselations

-> -

· 00
of

Citeration15)



But does this ever converge?

Well
,
cost is always decreasing :

cost (X
,
3) = [11P(x) -x11

X

=EElls : -x112
SitS XeX :

If things change in a
round

.

Choose Si minimizing
( cost

↳ no 2 steps have some
set of
centers !

How many ways
to makeI groups ?



So
,
down sida :

· Runtime:

· Also , we know
It ends with centers,

but are they always
the best ones?

Unfortunately , no
!

Algorithm can get "stuck" in a local minimum

S



One key strategy : initialization

Lloyd's algorithm originally proposed

dividing points into K
sets artrority.

However, not a
ood ,

deal
g-
limit theorem

Genotof overall-

Betters



Mode-seeking
Assume data is

drawn from some

Unknown density function.

Define clusters according
to density :

It distance to next closest points)

In 1-D :



In 2d :

2



-Koontz ,Narendra & Fukunaga 1976
Build a neighborhood graph :

->

Then
, they approximate the gradient
of this graph :

for each vortex , pick edge
to

highest value neighbor



More formally : pseudocode

(Uses union-find date structure)



Issue : Very sensitive to
house

clusters as
There are as many
there are local maxima of

density



Use persistence : ToMATo

-Chazal , Gribas , Oudot& Skraba
Build graph , agives edges weights

f((ur) = minE density (u), density
(v)

persistence :
SuperlevelSet

Goal : In for a theshold-
X



Then
, adapt hill-climbing to merge

clusters with low persistence into
I

parent's cluster
:



Pseudocodes



Results : impressive
!

Stability for persistence=
>

Some guarantee of optimality
(but relies on good choiceof
& "good enough

II sampling)


