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Recap
- HW due Friday

- Next
,

Hw : due Friday ,Nov . 22

- Then expect 2 more
,{ due

-

,
BEE

.

&[
Tentative !



Our

¥t#bem

: Shortest paths
Goat : Find shortest path

from s to v
.

-
We 'll think directed

,
but

really could do undirected
w/ no negative edges :

.y→µµMotivation
-

maps
- routing

Usually ,
to solve this

,
need

to solve a more general
problem :

Find
shortest paths from

sveytex
.

every other

Called the single - Source
Shortest

path
Tree .



Company a SSS P-
C Ford 1956 a Dantzig 1957 )

Each vertex will store 2
values .

( Think of these as tentative
shortest paths )

- dist Cv ) is length of
tentative shortest snsv

Path co if don't have an

option yet )
- pred Cv ) is the predecessor

of r on that tentative
path six v

( or NULL if none )

Initially :

HEgo9% on
•OFo

S • is 8 / 4
a

t

stood µgo



We say an edgeTE
is tense

if dist (a) t war ) ist C v )

u

pred
( u ) ,

dist Cu )

p70 z

s /

¥
v

:TITTY) ,
desta )↳w9predcw§

,
is

TO
If u → v is tense :

path via u is

better
so : pred C D= u

desta ) = dist Cu) .tw/u-D
So

,
relax :



Algorithm :

Repeatedly and tense
edges a relax them .

When none remain
,the pred Cv ) edges form

the SSSP tree
.

To do :

ftp.gohofjbag
" ? ]

-



In DAGS : top . layout
Easier ! Can lay out :

so all edge are forward

*#⑨→ . .

s tf n

E- IThen : for 8=2 ton
And SP to we

How ?
for

j-1.to
E- I

afare.BY#tYdistGdtafwfygzvdIY.YP
keep bestof " SB )



Dijkstra's )
( actually

. Ley
,

zoreket at
'

57
,

plus more )
Make the Bag a priority

queue :

Keep
"

explored
"

part of

the graph ,
S

.

Initially ,
5- Es } t dist Eto

While Stv ?" others NULL a a )

and.br#tanEedge4m*ss4Ihr}with :

min dist Cu ) t  w Cu - su )
e

-

- Cu ,
v ) ,

UES

Add v to S
,

set

distcvjtpredlv

)
↳

aa.am?.9rdbenHfgsinsPheeW/dcstdcstCv

)

Nicer version →
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Correctness C if no negative edges)
Them : Consider the sets at

any point in the algorithm .

For each UES
, the distance

dist ( u ) is the shortest

path distance
( so pred (a) traces a

.

shortest path ) .

Pt : Induction on IS) :

teases : 151=1

Sis ) ← distance in

g SP tree is O



Itt : Spps claim holds when
1St k .

If : Consider 1st

KH
:

algorithm is adding
Some

I
to S

f
home of these

NEE
⇒✓ relaxed

. It:*:;:%
d stfu ) is

Assume
: have

correct

gp-toeeapdygl.ly
shortest

If no negative edges, then
no other path can beat this

one ( or else S wasn't
SP tree )



Back to implementation t

run time .

For each v ES
, could check

each edge t compute
Dost w

runtime ? QE)
Gok )

↳ think data structures



Beller : a heap !

When v is added to S :

- look at v 's edges and

either insert w with key
last Cv ) t whew )

or update w 's key ,

If di star ) t w ( v → w ) beatscurtest one

Run
'THE

most a

Echangekey
operators in heap[at mostenamvinsertyremoves

Geach log V

⇒ OCE log
V) Cash )



What about negative edges again ?

Bellman - Ford I ' 58 )
-

(Actually ,
Shamble 55 )

Key : use dynamic
programming

to force a path to use

each edge at most once
.

[pre - hint for reading



\

Next time :

Finish SSS P

Friday : NP - Hardness

-


