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Natan : Shortest paths
Goat : Find shortest path

from s to v
.

-
We 'll think directed

,
but

really could do undirected
w/ no negative edges :

of→jiff ,Motivation
-

maps
- routing

Usually ,
to solve this

,
need

to solve a more general
problem :

Find
shortest paths from

sveytex
.

every other

Called the single - Source
Shortest

path
Tree .
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- Why a tree ?
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How to solve ?? Flows !



Important to realize :

MST # sssp

MST sssp
← s

i

MST is

Why ? optimizing some

global structure

GSSP is local
.



Company a SSS P-
C Ford 1956 a Dantzig 1957 )

Each vertex will store 2
values .

( Think of these as tentative
shortest paths )

- dist Cv ) is length of
tentative shortest snsv

Path co if don't have an

option yet )
- pred Cv ) is the predecessor

of r on that tentative
path six v

( or NULL if none )
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We say an edgeTE
is tense

if dist (a) t war ) ist C v )
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If u → v is tense :

path via u is

better
so : pred C D= u

dstcv ) = dist Cu) .tw/u-D
So

,
relax :



Algorithm :

Repeatedly and tense
edges a relax them .

When none remain
,the pred Cv ) edges form

the SSSP tree
.

To do :
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"Easyk.tw#mup :

What if unweighted ?
→ use a queue
How does "

tense
" work ?

( Hint : think BFS ! )
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What the heck is his token ? ?
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2nd version
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(actually Leytorek et al

'
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Make the pay a priority
queue :

Keep
"

explored
"

part of

the graph ,
S

.

Initially ,
S={ s } + disks )=O

While Stv {a " others Null a a)

Select node vets with
one edge from S to ✓

with "

min dist (a) +  w(u→v )
e=Cu,v ) ,

UES

Add v to S
,

set

data
)tprdk)
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Correctness
Thm : Consider the sets at

any point in the algorithm .

For each ues
, the distance

dist (a) is the shortest

path distance
( so pred (a) traces a

.

shortest path ) .

# : Induction on 1$ :

the :



II : Spps claim holds when
ISKK - I

,

If : Consider 1st k :

algorithm is adding
some v to S



Back to implement ton -

run time '

.

For each v ES
, could check

each edge + compute
D[v]t wed

runtime ?



Belter : a heap !

When v is added to S :

- look at v 's edges and

either insert W with key
last ( v )tw(v→w )

or

,¥Pd8¥a¥swFa'w) beatsCurrent one

Runtime :

- at most m Changekeyoperators in heap
- at most n inserts ) removes


