
Algorithms

Greedy Cpt 2)



Recaps
- Hw 3 - due

- HWI - So dose ! Come wed . . .

- HN 4 : oral gradingnext Monday Tuesday
Sign -

up for a spot
on Wednesday in

class !

( Please have a

groupmember here ! )



Dynameprogramngvsgreedypyn
. pro

: try all possibilities
↳ but intelligently !

In greedy algorithms ,
we

avoid building all

possibilities .

How?
. some part of the

problem 's Structure lets
Us pick a local

" best "
and have it

lead to a global best
.

But - be careful !



Probtem : Interval Scheduling
Givena set of events

'

Centralswith a start t end tame)
,select asmany as possible

so that no 2 chosen
will overlap .



Key intuition
-

:

If it finishes as early
as possible ,

we can At
more Things in !

So -

strategy :



Pseudocode

=
Runtime

-

i



Correctness
-

:

Whydoes His work ?

Nole : No longer trying all
possibilities or relyingon optimal substructure !

So we need to be veryCareful on our proofs .

( Clearly ,
intuition can be

wrong ! )



Lemmy : We
may

assume the

optimal schedule includes
the class that Gnashes

first
.

PI : By contradiction :

I



Thin : The greedy schedule
isoptimal .

PI : Suppose.

not .

Then F an optimal schedule
that has more intervals

than the greedy one .

Consider first timetheygreedy
differ :

<
, ga,93 ,

.  - - .

,g. e
>

optimal :



pfcoit



Overall greedy strategy
-

:

. Assume optimal is different
than greedy

• Find the
"

first "

place theydiffer .

• Argue that we can exchange
the two without making
optimal worse .

→ there is no
" first place

"

where they must differ
,

so greedy in fact is

an optimal solution
.

Another example in notes :

storing the most flies
on a tape

Intuition :

I



Huffman codes - the idea :

We would like to transmit
info using as few bits
as possible .

What does ASCH do ?

How can we do better ?



Prefixfreecodes
•

An unambiguous way
a£¥. information when

* we have characters

Bottom
N

" target.

a Axed

key : No letter 's code will
be the prefix of another

.

Encode : BAN



Decode :

o ,
of

q1000110110.101
A:/ y

.

.IX. N

B Eon

(



Goat: Minimize Cost

↳ here
, minimize total

length of encoded

message :

Input : frequency counts
f- [ 1.

 on ]

Compute :

cost = if ffi ] . depth Ci )



To do this
, we'll need to

use the array f :

If we ignore punctuation
a spaces Gust to keepit simple ) ,

we get :

Which letters should
be deeper C or shallower ) ?

( ie : How to be greedy ? )
.



Huffmanisalg:

Take the two least frequentcharacters
.

Merge them in to one letter
,

which becomes a new
" leaf

"

:

t



Example Gorst ) :

The tree
-

:



In the end
, get a tree

with letters at the leaves :



How many
bits ?

Total is Effi ] . depth Cc )

= 646 bats here

How would ASCH do on these
170 tellers



The : Huffman codes are optimal :

they use the forest # of bits
possible .

pet : Greedy - so how to
start ?



Lemmy : Let x ay
be 2 least

common characters .

There is an optimal tree
in which

× a y
are

siblings and have largest
depth .

PI : Spps not :



PI : ( of Him that Huffman
codes are optimal )

Induction on the #
of characters

Base case- .



Implementation : use priority queue

3 arrays
: L

,
R

,
P

to encode the tree

node E : •%
Pfi ]

LET 3


