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today : Randqziaa,

We've used some probability ,

but haven't yet reallyfocused on randomized

algorithms .

idea : Use randomness to :

-

" foil "
an adversary :

choosing something randomlymakes pathological Cases
-

randomly sample : less likely
Markov - chain :

sample huge space ,
but

only small part of it
-

hashing / fingerprinting :

- load balancing

Notes-



Broadcasting

④
Las Vegas algorithms :

- always return correct
answers

- but
varying runtime

• Monte Carlo algorithms :

-

may produce incorrect

② osoiuhoanpsproximate

-

very extensively used
IN bioinformatics

,

though



First-look : Randomized quick sort
.

Algorithm input : s

Choose

cupqiofgdom

element e

Determine elements ofSee }
So = E elements of Sse }

Recursively Sort Sirsa

Return { sorted
Sistine

tt E sorted So }

How to do runtime ?
Let see,

be element of
rants E in S

( so Sci , is smallest t
Scn , is largest )

Let Xij =

{ I

fa§i÷f§ed

indicator O if not
variable



Then :

Total Itof
comparisons

ET .§fXij

Our goal : expected # of

comparisons

EEE, fax 3

⑧ uses
limonite

on :

IE Ep Ecxi ;]

If we let peg
.  = prob . Erj are

compared ,
then

EE Xij ] - - Io Pij toll -

pi ;)
= Pij



Shifting our view :

View execution as a binarytree
,

where each node

gets labeled with its
pivot choice

②
I Iso

root value S is comperedNyk :

to everything
But : nothing in So

is ever compared
to anything in So



Lotuses :
as pivot

° Sci ,
a Scj ) are compared d

only if
.

either is chosen
-

beforeftp.scdece-j.
Why ? ⑧

f x
sin Sgs

we is here

a Any of Sis ,
Scots ,

"

, Sgs
is equally likely to be
chosen as a first partitionfrom this range

So prob .
that Qi, or Scj ,

IS first is = 2
-¥

-
.

. .  

If
j - in

-
j - it I



So :

pug = Ift
E [ *

comparisons ]
= Ea #

17*2=2
. EEE

"

k - -2
k

E2EdEkDI : The nth harmonic number
,

Hn
,

is defined as ¥,

#

This is a Inn

+043N
-

⇒ Quick sort runs
' Fane?" log n )

expected



Kengtung :

- This expected running
true

holds for ereyinput .

Randomness depends uponthe algorithm makingrandom choices
.

- Exact runtime will still
vary

- we are treatyruntime as the random
variable .

- This one is still alwayscorrect , though .

( not an approximation)
( Las Vegas)



Gibbs Sampling :

-

An older method
,

based on

Markov chain Monte Carlo
methods - 1953 - ish

.

First applied to motifs in

1993 by Lawrence et at
.

Really : Motif Finding
Find an l - her from

each of t input
sequences s .

t
. similarity

¥Em?
's maximized

We'll view

l it this way .

\
x t

ch It



Given a prone P :

a arbitrary Amer :

as . . .ae
,

let

Prca
IP ) T.ITpain

This is the probability that
a was generated by P.

Examples: a= ATGCAACT
t consensus string

Pflp ) =

. > 2x .72x
.
14 -

-

-
.

a 9.6×10-2

PCTACGCGTCIP )
=

x 9.3×10-7



So :

you can evaluate
the probability of each
I - me and And the most

likely one .

←
we

don't

- called the D-

momstfhis
probable e- men

Motivates a random approach :

- Start with random

starting positions
-Try to greedily improve

Problem : It jumps around
in large search space .



The last algorithm changesthe starting Positions in
each Iteration

Gibbs sampling moves more

Slowly :

In each iteration
,

discord
one tuner t replacewith a new one .

*

T
We don't

address this



Illustration C from MIT demo ) "



Convergence : Oates or 80=0



The hope :

.

By moving
around G

running several times )
,

we can And a good
maximum .

Problem ( as always ) :

So - this is a Monk Carlo
.



A particular weakness :

If the nucleotide distribution
is steered

, I e

. A has 70% frequency
then search may

lead
to pollens composed of

most frequent , which
may not be biologicallyrelevant

.

Some use relative entropy
to address this :

entropy =

.fi?..oojrIlogPbr
where yoni,

= frequency of
nucleotide r

in position
of the alignment



Randomized
If l - her is in each DNA

strand with mutations
,

one idea is to try to
focus on un - mutated
spots .

Gaps may
be in different

spots , though :

CG

$
CAT

#
G

CG

#CAKE
C#TCA#AG

↳ "

Consensus
"

yapped
pattern is

C#CA#However , these 4 spots
are not known !

Random projection : pick
them randomly



( k
,

e ) - template t :

any k integers let
,

a . . . at ,El
For an b- over at ,

. . .

, ae ,

Projection ( a
,

t )
= Concatenation of

nucleotides from the
template

Example : a =

AIGCAII
t -

- (2) 5,7 )

Prog Ca
,

't ) = TAT

Idea : choose a random t

project every Amer with it

record via hash table

Expect likely motif will
lead to higher counts

.



Notes :

]

- Para maters :

Selects m random
C KA ) - templates

Aggregates data for all
m of them

- O issign incana threshold
- Also . weed table : Bins

! x )
counts # of liners

sit . projca ,
r ) -

- X



No guarantee .

However
,

can show that

{ atgnwpesbasbiwlzth
Cgiven good parameters)

Practical version byBuhler - Tampa IS
a bit more complex ,

but uses a heuristic
method to choose
the final Gz ,

. . .

, St )


