
Algorithms in Bioinformatics

Min Hash
Signatures



Recap
Ftw due today ←

- that coding project :

ideally by Friday of
finds week

welcome to work with
a partner



Measuring.EE/ :

We'veSeen a bunch of
methods so far :

a

Hamming distance
. Edit distance

• Global alignment

Another idea :

Convert the string into a

set of Hems
,

a see how
Similar the sets are

.

For documents :

reduce to words
or phrases

InbqIIh:S
Why ? Faster , roughernotion of similarity



SI : Convert " words " to IDs
.

← " K - shingles
"

If the documents are

Similar
, than expect lots

of identical IDs .

Note : No semantic meanings
are attached !

So - a major weakness :

Two sets could
be similar even if
documents are not

.

However
,

still remarkably useful :

- News aggregators
- Plagiarism detection

- More recently,
fast

Similarity tests for
biological data



Csoreprobbmi Set
Similarity

Given two sets
,

how similar
are they?

Example: Netflix watch lists

° We've both seen 100 movies
a SO are identical .

Jaccard similarity :

JCA ,
B) =lffB↳

3/8
In our example :

⇐ = 's



You can do this in the obvious

ways .

For each pair ,
calculate Jakarta

Return'

mdnayntfaboue a threshold

How many?
( 2) -067

Robley : Large datasets
.

- Suppose similarity calculation
takes only 1ms per pair .

- If ~1 million documents

(2) = 500 billion

- time €16
years



So intsead : Min Hesh signatures
- Fixed length Cindependent of

set size )
- We will compare these

signatures in order to

get an approximationof Jaccard similarity .

↳ in

expected
value

If a Fb
,Algorithm :

body
)

← Hast hlb )
- Pick a collision - free

hash function

Why ? permutation ,
uniformly at random

Example : hlxtcaxt b) %c

a
,

b : both L
may

value of X

Crelatively prime)
C :

prime # just larger than
.

may X



Then :

of C

Generate a family n of
these hash functions

.

If they are
"

good
"

,
each

will essentially permuteO . . (232-1) , c different

Then : the

signature
computed by computing

° the minimum hash
valueproduced by he

° mi ?by he

• min by he
↳ c values per

dah
set

Use the some e hash
functions for

every
document

in the date set
.

Similarity
=

# same mponents
in signature-

total # components
in signature



Simple example :

A = {

32,3
,

22
,

6,15*13
D= {

Is
,

30
,

7,1
, 28 ,

I
,

173

Jaccard similarity : 310

Now : Men hash calculators ( ideally)
IS just taking union of

the two sets t

randomlypermuting it .

A 013=932,322,6,15%1,397,28,
17)

Qi .What is probability that

something from An B is

first in the list after permuting
randomly ? 3/10



Now ,
back to full signature :

Say we do 20 hash functions
to get the signature .

How many min hash values
should they have in common ?

# components
of signature

× Porofbaablhmtafkh

E Ethan] = 20 . To = 6

⑧assuming
not collisions)

So expected value of min hash
similarity

=
#Fh

similarity
Jacord

6
To

= Fo ✓



Another example view :

M =

One "

hash
"

:

#
-

-

h
.

= a

hfsz
) -

- a

} ;phutahon

hfss) -

-

ab

h
,( 54 ) = A

( really , can 't do permutation)



To get a signature :

- Pick n permutations :

ht
.

.  - ha
- For each set C or column )

,

genetics
,

mis )
,

. . ,hnCD

Get Signature matrix :

an n HSI matrix
t # hash hacking

( usually much smaller than
Original um )

I # elements x Is)
These large matrices are

impractical ,
which is why

we use hash functions
instead .



h
, lxt-xtlmodsehdxt-3.IS

How it goes
:

A

initialize -00 for all

Now ,

consider now .

✓
hi lo ) th do ) are both 1

,
so :

Now row I : has
52

,
- hall )=2

, hall )
-

- 4 :



Continuing :

-  -  -

Row 2 : Sz +54 ,
a h

, (2) =3
had 23=2

t Note : same

Row 3 : has 5,53 ,
- S4

and h
,
(3) = 4

,
ha (3) =D

6

Freaky : some'1512,

is 100%

Sits : 5090
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-


