
Bioinformatics algorithms

Review of algorithmic
techniques

A first problem



Regolith :

I did battle with technology
( a Lost ) .

a Syllabus review

° Correctness

a Some runtimes

today
• More on runtimes

a Recursion alteration

a Brute force
a The partial digest problem ( PDP )



Efficiency ( 27 a 2.8in book )
. Exact speed can depend on

many
variables besides the

algorithm .

Issues at play :

- machine
-

language
- actual algorithm

Alternative approach :

Count feeoperators ,
which

are smallest operations .

In addition : generally only examine

worst running time .

Why? more doable
, oopmesosrimistic



Nee
: How to actually compare ?

- Remembersmall difference maybe due to processor , language ,
or any number of things

that ain't dependent on the
algorithm

.

- Also : need a way to account
for inputs changing

eg searching a list

Big -0
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Commonruntmes
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When these appear
:

• For loop : often an ) .=⇐1 .tt#t1
o Nested for loops

;
ie :

=n

for i ← 1 to n

tnIE±PmItD←noo÷

nqlqwt.EE#E3tnitnIz=and

E-

Both of these are examples
of iteration . ( ie using loops) .

Common a useful !

Example : Sorting
'



Sorting: Input : n district integers

#

Aftooenatraymeatloaf
:5EF.Tgs.¥¥,

T T B[i]< Bfitif¥9
SELECTION Sort ( A

,
n ) :

*rtEttE€FfIgE¥o¥nGETMINCA.fr#astIoaEtEIEeEanE.tFEtasf

Correctness? At the end of iteration i of
Runtime ? my loop ,

the ik element is

Egnnlnikfgniiaungomeotspot
.



Recursion : an algorithm that
calls Itself

Simple example : ( 2. 5 in book )
Towers of Hanoi

°3pegs a n disks

,
different sizes

.

o Goal is to move disks from
a source to destination

peg ,

but only paltry smaller

Pegs on larger ones

source

destination

u

How ?
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But stop for a minute :

How would we do 4 ?

* zttts
)

,
HB )

#Sri- test
+1

HC 4) = HB) + I + HB )

# A

~

ylnt ) + I



Recursive algorithm :

Runtime ? # moves )
HCDH

HAD - Hln - Dt I + Hlnt )

=2H Cnt ) + I

27 2h - 1

exponential



Sometimes both recursion

and iteration make sense :

Fibonacci numbers : ¥IP

→Fn=
Fn

. ,
+ Fn

. z

0,1 ,
1

,
2

,
3

,
5

,
8

,
13

,
...

2 ways to compute :
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Company :

- Both are correct
- Efficiency ?

Recntb :

anRcn ) = Rcn - Dt
R ( h - 2) +1*n - 2) t Re - 3) + 1

t Rln . 2)

+1=2124
. 2) + Rcn - 3) +2

= 04 n ) exponential

Iterative Fb : an )



Rest ofch 2
-

:

• More big -0 examples
• Brief overview of typesof algorithmic approaches :

← any
- exhaustive search

- branch abound ← 3 paragraphs

- greedy
- dynamic programing
- divide + conquer

- ML

- Randomized

Usefulto read
,

but I 'll
discuss these as we

see bioinformatics examples
in more detail

. )



Ch3_: Molecular Biology
Primer

( This was Supt useful for
me - but I suspect you
all know it .

Please skim
, just so you

Know the terms
I 'll be using . )

Also : CHZ -3 are background
for your frst essay .

( due in 1 week )



Chtt : Finally ,
some bio problems !

A first ( if older ) example :

DNA restriction
mapping

Story : In 1970 ,
Smith discovered

how to break long DNA
molecules at sites

holding GTGCAC on GTTAAC .

Result : maps
of these

restriction sites
,

or

nestnctonmaps ,
become

important .



Turning this into a concrete problem :

Portal digest problem ( PPP ) :

Dft '

.

Amuktt

:

ex : { 2,22 , 3,3 , 4,53
{ 23,32 ,

4,53
Dfn_ : If X is a set of n

points on a line segment,

0X={xi - xj
: kigien }

Aside : How big is OX ?

@s¥¥ei¥gEt : Let

11={9-34,310}
.

oX={ 2,2
,

3,374,46
,

7) 8) 10 }
={ 22,32 ,

4,547,8dB

PIP: Given OX ,
reconstruct X

.



.

O
-

Aside : CS people also
studied this !

( We called it the Turnpike
problem .)

Note : These aren't
unique !

Given a set A & value v
,

let A o{v3={a+v : a c- A }
Then At+EVD = 0A

Et : A- { 0,2 , 4) 7,103
A +0100 = { 100,102,104,107,110}



In general ,
2 sets

' A + B are

called homometnc if OA  = 013
.

Can show that if U + V are

two sets of numbers
,

UOV = { utv : ueU,veV}
+ Uov = { uv : UEU ,veV3

are always homometnc
.

Et : U={ 6,393
V= E- 6,2 , -63

Both have dUoV)=o( uov )

={ 14
, 24,34

,
43,52 , 62,72 ,

83,92
, 102,112,123,13, 14,15 }

Note " PDP asks for one X
,

but

biologists often want # X .

We 'll always Include 0 .



size (2)Brute force

'j¥j×|
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M⇒enters "

Correctness :

Our alg .

tries everything .

Runtime

:C
" ⇒ Entailment

I.0 ( Mn )
Cyon can

bound this a
bit

more carefully - s%ok)



Improved brute force :

i

.

Do we really need # Hansen ?

obsovgkoongmntffr.EE#otthen

y can't be in X
.

why ? Spps it were :

Result : §#'e *

-0

Runtime:

⇐g) & LLLM

Correctness : trying everything



Nexttime

:°A
more practical

approach
a

athen on to motif

finding


