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Greedy Algorithms



Reaps
- Website should be updated

- HW - due next Tuesday
- Essays - hopefully Thursday ?

- On Sep 27 -

no
class

To-day : Ch 5



thoron: gene flipping

Simple version :

Rearrangement events can be
modeled by reversals

.

Order of syn tiny blocks (genes )
can be represented by

a permutation: a reorderingof 1a . h
.
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The problem :

Then

t
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- d Cit
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o ) is the reversal
distance between IT to

.

In practice ,
one is the main one

,
so we reset G to be 1

. . n
.
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updated
ugly)

Then :
I replgqho.ieCant )
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Then t -

. DCT ) is the reversal distance
✓ of IT

.



prefx CITI =3
Ex : it =

123441pct

,

S )
What would you do ?
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can it be -1 ?
( lower bred )

exhaustively,

no



Define prefix G) = # of already
sorted elements in IT

.

Try to increase this by 1

iteratively

:C
and greedily) :

1236¥E- 4

j
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swap from

Does this always work ? its

use induction :

After round i of loop,

T is In correct spot .

How many flips ?
worst case : n - I

( not optimal )
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Optimal ? -
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Wo IT = n 12
.
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Similar CS problem :

Pancake flipping
Stack of pancakes C out of order )

input :goin :

1¥
17173

To
174

All you have is a spatula .

( Basically , permutations will all be
prefixes . )

LI : 123-6 4 S

↳ 6321 4S

The minimum # of needed(
flips Is unknown

. )



Ok
,

so greedy doesn't always work !

Let's talk approximation :

Performance guarantee :

Aft ) -

- solution produced
by algorithm A on

input it

0PTH)= best solution on input IT

Approximation ratio (for minimization

Max At Problem) =

htt n
OP Tht )

( Worst casescenario )

Exi We showed approx . ratio
of SIMPLE REVERSE SORT

Is Z NI
2

If n
-

- 1001
, alg could return

500 . OPT permutations.



Better: a different notion of greed

Breakpoints :

To make it easier
, extend IT :

IT = to IT
, Iz "  -

ttnttnti
For any

TEN
,

• if TETE ,
are consecutive

,
call it an adjacency.

° if not
,

a break point
-

& let bath # breakpoints )Exit0.2la3-45,8-26,9
bat ) = 4

-
O n n - I - .  -

- 1 htt

Note : only 1 permutation has 0
break points .



Observation : Every reversal can

eliminate at most 2 breakpoints
.

why ? I I
O - -  -

-  -
- htt

-
i j

← in rent

?ome
Sei dat ) z bC parameter

to
measure

hardness
for lower

birds

Goat : Any to choose flipsthat lower but )

But - can
removing

a breakpoint
increase new ones later ?

or could we get stuck ?



Dfe : Strips : an internal between

,
2 breakpoints

LI :

Op
2 I

,
345

,

876g
9

-  

FFF
-

Either
increasing

or decreasing
( or size I

, in which case both )
Thin : If a permutation IT contains

adecreashgstnp#
strip of size 1

,
then

there is a flip that
decreases the # of breakpoints

.

Pf . Choose decreasing ( or single )
-

'

strip with smallest k
.

012 761 8-

4¥
I

Note k - I can 't be in a

decreasing strip ,& it in fact ends some

increasing strip



so

FF
inareksng KW A-

decreasing
or y

ik .-

reverse between

K a k - I

So - break pts
decrease by 1

( maybe
more )

KH k are now adjacent



So : if have a decreasing strip ,

can reduce .

If not  
:

 all strips are increasing.

What to do ?

flip some

increasing strip



HE "

in
.se?EITforeyeoym2eifH.enahins

,

The : This algorithm is a

4- approximation .

( ie it's # of
swaps is s 4. OPT)

PI : # steps'z£§⇒
since bat ) goes

down by

Aft)
C at least) I for every

¥17
2 iterations

and observation 3 ? slides
ago :

OPT -
. dat ) z BIT )

2

↳ rearrange best 2dm
# steps in dg E 2b E2(2dM )

£4 dat )



Anothrexample : Motifs again
Csec . Ss )

Motif finding : 0(lnt ) or Often t)
Greedy approach :

• Scan each DNA sequence once
. Decide which b- mers have

best contribution as we

go

More detail :

• Scan Sequence 1 -2
,

&

find 2 closest liners
Gn Hamming distance )
Time

:L
(h - htt )

• Then as j ← 3 to t

scan jth sequence t

select the best l - her

C max Score Csi ) )

Time : I ( n - ht Deadline



Pseudocode:

Time :

This tool is called CONSENSUS .

No approximation ratio !

So optimal can be missed
entirely ,

- can be bad
.

Note:
- usually do more than

2 rows

- usually run several
times in random order



Nexttrme
Greedy approach for

Shortest common superstring .

mention in 8.4

( my notes we based on

another Source - I'll
post a link )


