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up soon
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- Find writing assignment



tdayEvolutionary Trees does )
'

-

'

Motivation .
. Common to use DNA

similarityto studyevolution patterns.

Ex :@' Brien et al 1985J used
~ 500,000 nucleotides to

construct evolutionarytree of pandas a raccoon :

Many other such studies :

- mtDNA r
"

Out of Africa " claim



Motel : rooted trees :

Internalvertices are (hypothetical )
Common ancestors

- leaves are existing species
Each root to leaf pathisan evolutionary path .

( Sometimes unroofed are

used , if no single common

ancestor is assumed .)

Often
,

the weight of
an edge uv

,
WCW )

,

is # of mutations between
U t V

.

Can also have a lengthon each edge :

• the ) is the " moment "

when species v produceddescendents
•  and lluv ) = wcu ) - wa )



Tree reconstruction problem :

- Given an nxn distance matrix
(Diy ) ,

can we build a

tree with n leaves
such that dtlisj ) = Dig

for each
pain of leaves i ,j ?

Exe : an
.

rooted

d

' '

binary
"

⇐Ked additive if Fa tree



Can always do this for
3×3 matrix :



For an nxn matrix :

- need n leaves

all be 2

I degree
3

:.
IIaea "

binary
tree

⇒ and 2n
-3

edges

Result : (2) equations
& 2n -3 variables

Won't always have a solution
,

but if there is one

,
we

can find it
.

. .



Goat :

.

Be just a little greedy .

Find a par of neighboringleaves :

&! amweek i

:c ;

For all other leaves m
,

Dk
,

m
= Di

,
m t Dj ,

m
- Dig

2-



§ : If you can And it

j , can remove them from
the matrix a replacewith k

.

Just put Dam = DDjmij
' feeevmeaf.fi#m)slofin

How hard is it to And

neighboring leaves ?
• Can 't choose closest Erj

e

c
\j⇒#

k

To L

( jerk are not nbrs)



Instead : Imagine shorteningall the leaves by 8 :

"

- I



Ending the "

right
" 8 :

- not exphaty recorded
,

but
E in there implicitly

Dfg : A triple ii. k is

degenerate if

Dig t  

Dj ,k= Disk

Meaning

:#
• - -

i. j K

If there is a degenerate
triple ,

call the entire
matrix WED degenerate .

Cool trick : just remove j !

⇒ Get Cn - 1) xfn - I ) matrix
,

& read d j after Taj 's
path in T is determined

.



Now ,
if not degenerate :

- Shorten all leaves by 8
until one forms

.

ie the minimum 8 s
. t

.

Dej - 28 has a

degenerate triple .

( 8 is called the "

trimming
parameter

" )
This gives an algorithm :

a- HW



A faster approach :

"
Four point condition

"

Consider 4 indices Isi ,j ,
k

,

b- n

Call distinct )
.

Compute :

Dig.tt#Dikt-Dj.eIfaddchve:TreeDi.etDjx
iWIkiyk .

a

K

. e

j e ite
2 of these are equal

The 3rd must be smaller .



The : A matrix is additive
⇒ 4 point condition

holds for
every 4 distinct

elements
.

( I won't
prove today -

one way is Obvious f
the other much less so

. )



If not additive
,

one natural
question is can we getclose to D in a tree ?

7

This / is NP - Hard .

find an approximate
tree



Using hierarchical clustering :

UP GMA : Unweighted Pair
- Group Method w/

Arithmetic mean

a Goal :assign heights to
votes of your tree

length of u
,

v is difference
in heights

. Given clusters C
,

& Cz

DCG.cat#EieEasfaDliD
( ie

average pairwisedistance )

The algorithm choose the
2 closet clusters

to merge →



This actually produces
an ultra metric

( where distance to the
root from any leaf
IS identical )



Impr[ Salton - Nei 1987T :

-

Bring back earlier neighbor
joining idea

.

Incorporate separation :

KC

)f#d¥2a§

DCC
,

C
. I

" mysterious
" dusters @

Choose 2 nearby clusters
( as in last alg) that

are also far from
others

goal : minimize DAG , G)
to Maximize UCC, )tu( G)

( In reality ,
minimize

Dca , G) - uke ) - uccz )



Algorithm !

Works well in practice :

- doesn't assume ideal
" dock "

measuring
distance

to the root

-

neighbors are close
,

but
* also " far "front Ist of

the tree
.



Another method
-

: Goa )

Scrap the distance matrix
approach entirely .

Instead
,

use alignmentmatrix :

n species ,
each with

m nucleotides

so n x m matrix

Tskdeo the characters

Goat : Construct a tree
with n species at
the leaves

,
where

the internal vertices

correspond to ancestral ones

Note :

" character "
is misleading

( Might be # of legs ,
or

any species attribute )

"

Parsimony
"

: minimize the
total # of mutations

.



Given a tree T where
everyvertex gets an m -

longstring ,

d (edge ur ) = d
# Cv

,
w )

Parsimony ( T ) = I da luv )
all edges

U
,

V ET

Of course , internal strings
are initially unknown .

So goal is to find the
strings and the tree

structure to minimize

sqgI.pescore . ftp.imony
So 2 versions

. . .



tangle character

Note : can actually solve

independently for
each character .

First
,

we'll look at a version that
Introduces a scoringmatrix :

Instead of d
# ( yw ) -

- Oort
,

instead allow arbitrary scores

8%9 .



Solution :

Dynamics.BE#FTa9i5DLet star ) = minimum

parsimony
score of

Subtree rooted at
v assuming

it has
character t .

t.SI?apossifE
values

-1-  -
-

. K

then Sta ) can be computed
Using See Cu ) ,

SID
,

. . .

,
Flu )

and szcw ) ,
Szcw) ,

. .  . Skew )

Stfu ) =

mein { si Cults ,

affiliates
tmjnsg.ci?g...g



At the leaves :

StC D=O if v has letter t

SECD=A otherwise

A C T G

O



What if we aren't given the
tree structure ?

This one is NP - Complete .

Can brute force all trees
t solve each small

parsimony problem,
but

there are an exponential
# of possible trees .

So heuristics are used
.



Nearest Neighbor interchange :

Every internal edge defines
four subtrees .

Call these neighbor configurations .

Greedy approach :

- Start w/ an arbitrary tree
.

- Move to a neighbor if the
score increases

.



Picture :

Downside : - no known approx guarantee

C.? )
- won't give OPT




