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Lastly :Ended w/.k - means
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More formally : centers X ' Ex
. ,

. . . ,xk3
da

,
X ) = ¥742 dcv

, Xi )

( where dcv
, Xi ) is Euclidean List)

Then squared error distortion
for a set of points

V - - { us . . . .vn )
& centers X = { x. ,

. . . ,Xk } £
is : da , X)= Eadlu:X )

'

-now



Unfortunately ,
NP - Hard

.

Lloyd 's algorithm
-

:

- Begin with k arbitrary centers
Ctypically chosen randomly )

Repeat : until centers don
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Termination
-

:

This algorithm will always
terminate .

pfe.

There are only nk clustering
possible .

There are 9 possiblecenters .

Each iteration of loop
improves

"
score "

.

So algorithm must
terminate .

Howey: we might not
compute OPT

.



Note : won't always get the
best clustering !

For Axed n He
,

there
are examples where

dcyx )

If )
Is unbound .

(This can even hold with

high probability . )
-

Interestingnew work

:(
2007 )

Instead of choosing centers
at random

, weight each

point by squared distance
from closest center .

Result : Odogn ) approximation
guarantee



Variations
k-Med# :

minimize Et
,

dlvi
,

X )

not

fd
by n

k - center
-

:

minimize mqxymi.ggd Cui
,

X )

* E
-

: same as k-means
,but must choose

input point as a center
.

C local search )



Problems with all :

-

Theseemphasize the
homogeneity condition

(things 4in a cluster are

similar ) ,

but ignore separation.

HI : !
- Weak on varyingsize cluster ( for k-means )

- sensate ve to outliers
( for k - center )



seclo.lt :

Clustering r Corrupted
Cliques

Dfi " kn : complete graph
K - clique :subgraph of

k evolves that forms Krk

clique graph :

graph made of

cliques



Fppl.ca/noi

:

- Pick an interesting threshold O
.

- Declare genes are
" close "

if d Cgi , gj ) a O

-000188

0=7

Build a graph :

-



Goal : If we And a goodO
, maybe the clusters

will form into cliques !

Problem
-

:

- Errors in measurement
.

 - No perfect O

±



Sadly Cagain
)

,

NP-Hard

Heuristics
① PCC : parallel Classification w/Cores

② CAST : Cluster Affinity Search

Technique

trade-off
- PCC is more theoreticallySound

,
in some ways

- But CAST is faster

Again ,
same issue if clusters

aren't uniform - one

0 just won 't do et !



Pyccoverview :

Consider brute forcinga Solution for a

subset

SIS
( where S is all the genes)

.

Let { Ct ,
. . .

, Gf be S
" 's

optimal clustering .

↳ brute force

idea :
a let Sls

' be rest of
thegenes

. let Ncj ,
= # of

edges between

gene j E Sls '

and cluster C:
° affinity of gene j to cluster :

NCj.ci)
Tci



PCCcont picture :

-
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Nci . Ij "
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Maximal affinity :

assign j to
cluster with highest
affinity .



Ben-Doretal999-i.org#gmh

prone that if S '

is large
enough , resulting entire

cluster is fairly good .

Downside : Computing S
'

's optimal
cluster is NP - Herd !

So ,
actual implementation makes(
s .

quite small . )

p
←

exponent ,→

Joey
" by ←

Note :
. 2- stage !

° Score Cp) E= Score from
pure or page



Runtime
-

:

Number ofiterations =

# of partitions of S
'

= Kds
't

Choose Is 't =

log log n

Hog log "

= ( log n )log k

x4ogC if k is small )

In the loop : 0cm )

062 logan ) A time for

( still fairly slow )
distal akhand



CAIT :

- define dci
, c) = €cdC

ICI
-

again ,
I is close to C

if a-0away .

- CAST iteratively builds a

partition P of S

¥0

doesn't necessarily result
in uniform Clusters



Issues .

-
- No guarantee
- However ,

works well A is

fast ) for some data



Densityeshmaton:

Let's remove O
,

or even k
,

& try to " infer " the
Centers from our data

.

Consider data points in 112M :

Now , give each
a

"

weight
"

-

Say , distance
to closest

,
next point :

idea :

Group points
to nearbymaxima .



1- dim picture first :

•
6

of ft ⇒nude"

Epochs in IR
'

We 'll consider a graph based
Nh - dim version

[ Koontz, Dariendarat Fukunaga 1976J

Build a neighborhood graph :

→



Then
, apply something called

gradient method :

- For each vertex
,

select
an edge to its highest
value neighbor.

( Think of this as a
flow to maxima )

Form clusters
simply by
keepingthese
edges as
the cluster

.



Issues
-

:

•

Verite
to noise

° Slight change in neighborhood
graph can drastically

changeclustrs.LI
:

Results :



Next time
-

:

How to deal with this . . .

persistent homology


