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Recap
Ftw I is graded

- Stay tuned for next Hw
-

Stay tuned for final exam
or project info

today : Clustering



Todayicho.to#
Biological Motivation :

genes t their functions

Not always meaningful to look
at sequence similarity .

Approaches.

- analyze expression levels
( amount of mRNA in cell )at different times

- look for patterns : if
expression patterns

are similar
,

will

suspect these geneshave Similar or related
functions

.



Result .

-

.

We are given
an nxm

expression matrix I :

- n rows ( one per gene )
- m columns ( one per time pt )

The entry at position 69J )
represents the expressionlevel of gene I at

timestamp j .

Goat : Hnd similar rows
.

Caution :  -data is noisy!
-

- also
,

not a guarantee



Example 10 genes ,
3 timestamps

How can we interpret this ?

Need a way
to compareentire rows

.

Back to good old geometry . . .



We fansimply interpret each

gene as a point in
m - dimensional space .

If we do this
, automatically

get a distance metric !
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I : How do you think these
should be clustered ?



Goat : Make "

good
" clusters :

- homogeneous : things within
a cluster should be

Similar

-

Separation : genes in different
clusters should be different

ie large distance

( we need to makethis more

precise later . . . )
Examples:

÷
i



Hierarchical Clustering :

Tree based idea :

( on same data )

Often
,

we break data into
high level clusters

,
& then break them down

further .

Example
-

:

mammals

primates darn
. .

'  - -

oak hearts:b
All

137 species)



Gene picture :

rn
It

Here : -

genes are leaves

- edges of tree get lengths
- distance in tree Somehow

encodes distance belt
the genes



Hiba :

Be greedy !

What's an obvious good
pair to cluster ?

•

⑤
o

°

•① a

Algorithm :

←

repeating?
Ambiguous part :



Many different ways
to computedistance

.

What's an obvious one ?

center : des tangentd

Another ?

find closest pt-

in each

- average
distance

↳ to center
↳ between

all points



Runty :

Depends a bit on distances
& data structures

Naive implementation:

Ochs )
Improved ( for some datasets ) :

062 log n )

Pf¥ :

It isn't !
No theoretical guarantee

( even approximate )

Try all clusters : exponential



Actually ,
two

ways
to compute these :

- We saw bottom -

up approach
- Also top down : decide on

a split
How ?

DIANA ( Divisive Analysis
Clysters :

- Find element with maximum

average distance
I hath tin

= Och )
- Group all objects with it

that are more similar
to it than to old cluster

↳centroid
- Recuse on each cluster .

(repeat until n clusters )

Note : Again,

not
optimal !

Also doesn't
give same

clustering .



Recent work :

-

- This is still an active area of
research :

In CS : trying to prove anyapproximation guarantee
In Bio : trying to Gg we out

how well it works on

various date sets
.

(Maybe a good future
essay . . . )



K - means clustering 40.3 )

A¥taant : fix the
number of desired clusters

,

K
.

n=# pts,
m

-

- d -

- din

Determine a set of k points ,

or centers ,
that minimize

distance or distortion .

More formally : centers X ' Ex
. ,

. . . ,xk3
da

,
X ) =

¥71,2 dcv
, Xi )

( where dcv
, Xi ) is Euclidean List)

Then squared error distortion
for a set of points

V - - Ev , ,
. . . .vn )

& centers X = Ex, ,
. . . ,Xk } £

is : da , X ) = Eaten;X5
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Then :

Clusters :

Take
each point to

its closest center
- a cluster is set of closest

pts to any
center

Unfortunately,
it is NP-Hard :

- no real hope of

any polynomial time
solution



Heup¥: Lloyd 's algorithm :

-

Randomly select an arbitrarypartition into K clusters

- Improve iteratively , by
moving points between clusters

Erst
:

- elect K points (randomly)
as centers

,
X = Ex ,

. . . ,Xk3

Repeat: ( until centers don't change)
-

assign
each point to

its nearest center Xi

- compute
"

center of gravity
"

for each cluster :

Ev
Td

& make it the new center



Runtime : Per iteration,
-

Och km )
#

ptsSim
No guarantee !

- of optimality, at least
.

However ,
does tend to

converge
very quickly .

( Usually , only need about a

dozen Iterations . ) zany

£006 ] : # of iterations
, super

-

is 2
Ma ) polynomial

"

[ 2009 ] :
"

Perturbed
"

inputs are

polynomial time
¢

n
85

[ 2009 ] : Better on
"

nice "

inputs .



Exampk-casomeprobbons.ITIris flower data set

" Mouse"da#t : also issues

C


