
CSA 3100

Greedy Alg



Announcements
-HW2 is back

↳grades on Blackboard

please double check

- HW 3 is up
due in 1- week

- Midterm :

Fri
,

Oct
. B

( not Zoeh )



¥4
- the idea :

We would like to transmit
info using as few bits
as possible .

What does ASCII do ?
8- bib per character

428=256 letters

Fixed length encoding
How can we do better ?

Common characters
should use fewer bits

.



Prefaces
•

An unambiguous way
Mio intoarmeanhodn when

A we have characters

¥ten N
" Eng#a Axed

key : No letters code will
be the prefix of another

.

Encode : B-AN
→ 100011



Decode :

1000110110,0 ,
aoT↳i;÷eE.TK?.I



60¥ Minimize Cost

↳ here
, minimize total

length of encoded

message :

Input : frequency counts
f[ 1. if

Compute?
her i has Aegq.

ff .

]

Feet
,

with e 's

placed at leaves

cost 'G)=⇐§ffi] . depth ( i )
P

depth of i

in T



To do this
,

we 'll need to
use the array f :

If we ignore Punctuation
a spaces Cjust to keepit simple ) ,

we get :

1

t⇒Which letters should
be deeper ( or shallower ) ?

( ie : How to be greedy ? )
Put least frequent at bottom

.



Huffman'sa#:

Take the two least frequentcharacters
.

Merge them into one letter
,

which becomes a new
" leaf

"

:

t

ENNIXWhet@ I + of

@
OH8 MQWO @@@@06@€Q@0%1@

$@ @ @ DO ZO



Example Gorst ) :

The tree
-

:



In the end
, get a tree

with letters at the leaves :



How many
bits ?

Total is { f[i] . depth (c)

= 646 bits here

How would ASUI do on these
170 letters

170×8



thm : Huffman codes are optimal :

they use the fewest # of bits
possible .

PI : Greedy - so how to
start ?

Contradiction - compare
ours to some other
optimal .



Lemme : Let × a y
be 2 least

common Characters .

There

isanopbmaree

in which
× - y

are

siblings and have largest
depth .

p± : spps not :

Take opt tree T
,

where
× &

y are not siblings
at deepest lead .

Let a rb be T 's

deepest siblings
.

axnorw'k¥ao
Create T

'

by swapping
X with a



depth
'

o*¥oQ.

→DI
× b

Costa = cost CT )
- f[a].D

tffdKnow fG]<-f[ a ]
since × was least frequent

Twos optimal ,
so

Costa ' ) must not
be better

⇒ fd(ftp.ff ] ) > 0

⇒ f[ if zff ]
So can assume least fq .

WIS a leaf
,



PI : ( of thm that Huffman
codes are opbmal )

Induction on the #
of

charactersBasec= : n =L or 2

0 0×0 ✓

II. Take f [ 1.  on ]
.

,
WLOG

assume f£] a f[2]
are least frequent .

5 Create f[ 3. anti ]
where f[nH]= fftftffd

.

By IH ,

Huffmantreetoff[3 . . .nH] must be a

best possible tree
.

-



PI : font )

t.gg#n.fnowffnH
]

§b@
IS a leaf of T

'

Build T from T
'

by Pulling
I - 2 back under it

Claim : T is optimal :

cost CT) = §pfE] . depth Ci )

= §YgffJ . depthfi ]

-fG+DdphTfwaste.it#IeptmYC$ffnttf=ffif+ff4&deptha)=.dep1hAH)+l

⇒ cost CT) = cost (F) tffiftffd



Implementation : use priority queue

ainto
zgefeasffesi

my i 's

hop P }→g%⇐puts
her

safe →

reap

a 3 arrays L
, BP :

LET # ntgnflpaent
left "

pointer
"

of node i


