
CS 3100 :
Algorithms

Greedy Algorithms
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- Starting Ch7 today

- Don't forget those problem
session worksheets !

- Oral HW on Friday



Dynameprogramngvsgreedypyn
. pro

: try all possibilities
↳ but intelligently !

In greedy algorithms ,
we

avoid building all

possibilities .

How?
. some part of the

problem 's Structure lets
Us pick a local

" best "
and have it

lead to a global best
.

But - be careful !



Most common mistake :

Skdents often design a

greedy strategy ,
but

don't check that it

yields the best global
one .

Example '

* w question 3
( a - b )



Probe : Interval Scheduling
Givena set of events

'

( intervals with a start & end tame)
,select asmany as possible

so that no 2 chosen
will overlap .

stot end
A 1 | 2 6

3 4 5

>



Moreformatly
Input : Two arrays

S[ 1.  on ] a F[ 1.
 on ]

where interval i starts at
SED - ends at F[i]Ontapnt

 

set
I={ iniz ,

- yik }
with F[i ]ssfitl ]

Fi  EI
maximizing K



How would we formalize a

dynamic programing approach ?

Recursive structure :

Consider interval 1 :

In or out

t t
remove any

overlapping
hearse on

intervals
& intervals 2. on

then

recuseRenaetnyjst
.

S # ESEDEFE ]

or Sf

]EF[i7aFq]



Intuition for greedy :

Consider what might be
a good first one to

Choose
.

ideas?

- earliest start time

X i#a
- shortest intervalX do

- latest end time

X D¥
- takeda



www.t#dn.susaseay}as possible ,
we can At

more things in !

so -

strategy :

Sort by finish time
.

Select the first interval .

Remove any that
overlap . & continue
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Beaten

i.

9→@§ Go in orbfmosfhtme

Runtime :

0¥
Ocnlgn )



Correctness
-

:

Whydoes His work ?

Nole : No longer trying all
possibilities or relyingon optimal substructure !

So we need to be veryCareful on our proofs .

( Clearly ,
intuition can be

wrong ! )



Leinmgojnmatfesngaydauass

,unThtd5}

the class that finishes
first

.

PI : by contradiction
then Opt 

is
some intervals :

5 Oi
,

02
, 03 .

.  .

, Ok >

( sort so 0
,

finishers before
Oz starts

,
+ so on )

⇒ F[oi] < S[ 0in ]
Consider g ,

the interval
that finished first :

F[g] < F[o , ]
this means F[g]<S[o :]

ti72
so also optimal is

'

.

<
g ,

02
,

...

, Q .



thm : The greedy schedule

isaaqptmd

. ]
# : Suppose not .

Then *#doptimal schedule
that has more intervals

than the greedyEsnaey.

K > l
Consider first time they

greedy
differ :

<§
"

,g2,93 ,
.

.  . .

,
Ges>

Ophmat :

<
g. , gz ,

" )gi#in ,
...

,
Ok >

Game up to i
,

& then not )
( i exists a iszl

,by lemma )

Knot : F[ 0in ] > F[ gin ]
since greedy

also
,

S[ oitz ] > F[oit]
since 0 is opt schedule

.



Ptt

@ : we can replace
0 it ,

with
gin

& still
be valid :

¥
OPT was : Cg ,

... ,gi , 0¥,
...

,
ok >

4 < g. , gz .  . gginsoitz "9d
is still valid

.

contradiction 4
u

a



Overall greedy strategy-

. Assume optmal is different
than greedy

. Find the
"

first "

place theydiffer .

. Argue that we can exchange
the two without making
optimal worse .

→ there is no
" first place

"

where they must differ
,

so greedy in fact is

an optimal solution
.

Another example in notes :

storing the most fles
on a tape

Intuition : ( check notes )


